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Abstract

In this paper, a new scaling based information hiding approach with high robustness against noise and gain attack is presented. The host signal is assumed to be stationary Gaussian with first-order autoregressive model. For data embedding, the host signal is divided into two parts, and just one patch is manipulated while the other one is kept unchanged for parameter estimation. A maximum likelihood (ML) decoder is proposed which uses the ratio of samples for decoding the watermarked data. Due to the decorrelating property of the proposed decoder, it is very efficient for watermarking highly correlated signals for which the decoding process is straightforward. By calculating the distribution of the decision variable, the performance of the decoder is analytically studied. To verify the validity of the proposed algorithm, it is applied to artificial Gaussian autoregressive signals. Simulation results for highly correlated host signals confirm the robustness of our decoder.

1. Introduction

Digital watermarking embeds information within a digital work so that the inserted data becomes part of its medium. This technique serves various purposes such as intellectual right protection, broadcast monitoring, data authentication, data indexing, and metadata insertion [1-4]. A digital watermarking system should successfully satisfy trade-offs between conflicting requirements of perceptual transparency, data capacity and robustness against attacks [5]. There exists a trade-off in satisfying these requirements. Depending on the application, the importance of each requirement varies. For example, for secret communication purposes, noise immunity and data rate are more important, while for data authentication, imperceptibility and robustness are more significant.

While increasing the strength of the watermark obviously provides higher resistance against attacks, more intelligent designs select image features that are relatively more immune. This has led to a number of algorithms that make watermark insertion dependent upon image content. This principle is implemented widely in multiplicative watermarking [6] and recently in a scaling-based [7] method. To effectively hide the information, these approaches often employ various transform domains such as Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT), and Discrete Wavelet Transform (DWT) [8–10], which concentrate the energy of the host signal in fewer components. Since correlation detection is suboptimal for multiplicative watermarking in the transform domain, several alternative optimum and locally optimum decoders have been proposed [6,11–16]. Cheng and Huang [11] proposed a robust optimum detector for the multiplicative rule in the DCT, DWT and DFT domains. In their algorithm, they modeled the distribution of high frequency coefficients of DCT and DWT as Generalized Gaussian while they assumed the magnitude of DFT coefficients to have Weibull distribution.

In most current approaches [6–8,12,14–16], the transform coefficients are assumed to be i.i.d. (independent identically distributed) for convenience while this is not necessarily true in all environments. In fact there are steganalytic systems that explicitly use the dependency of DCT and DWT coefficients at inter-block level or at intra-block level [17,18]. These authors model the dependence of transform coefficients with Markov chains. Furthermore, there are several studies that exploit the correlation of discrete trigonometric transform (DTT) coefficients for data compression [19,20,22]. For instance, the variance spectrum of the...
DCT coefficients in sub-blocks of images is characterized with an autoregressive (AR) model in [20], or the 2-D block spectrum of natural images is estimated by 1-D AR model [21]. Recently, Hsu and Liu [22] showed that AR modeling can be considered for temporal/spatial envelope of DTT coefficients.

This paper brings two new contributions to the watermarking methodologies. First, we develop a blind method that is robust to local gain attacks, that is spatial modulation. If the watermarked samples are subjected to modifications with spatially varying gain, it is desirable that the data hiding scheme preserve its watermark after this attack. The proposed method to this effect is a generalization of the data hiding scheme [7], the multi-bit scaling-based method, to a blind scheme. The method in [7] assumes the existence of a side information channel, but in practice it may be difficult to guarantee any such secure channel. Second, our method does not assume the cover signal samples to be i.i.d or uncorrelated. We assume autoregressive model of order one (AR(1)) to represent the host signal, not only because it is a common model for images, but also it leads to a closed form solution in our watermarking system. Similar to the patchwork approach [23], we separate the host signal into two subsets. One of them is left intact and serves for parameter estimation at the decoder site. The terms of the other subset are watermarked with the so-called scaling-based watermarking, which uses slight amplification or attenuations depending on the watermark bit. The strength of the algorithm comes from the fact that it is the ratio of samples that carry the watermark information instead of sample values themselves. This makes the algorithm not only suitable for highly correlated signals but also invariant to gain attack. The method is studied analytically using exact derivations to the extent possible, and approximations are introduced when analysis becomes intractable.

The rest of the paper is organized as follows: Statistical models of the signals occurring in the embedding and decoding stages are presented in Section 2. In Section 3, the ratio-based watermarking method is introduced. Performance analysis of the proposed method is given in Section 4. Section 5 contains simulation results to investigate the robustness of the proposed approach against AWGN attack and performance comparisons vis-a-vis other watermarking techniques. Finally, Section 6 concludes the paper.

2. Signal modeling

In this section, we show certain statistical properties of the carrier signal relevant for our watermarking algorithm. We assume that the cover signal is first-order Gauss–Markov signal, it is highly correlated, but it has low coefficient of variation. For example, the approximation band of the wavelet decomposed images has this property as discussed in Appendix A, hence the signal model is not restrictive. We can obtain a closed form solution for this signal model, but otherwise our watermarking algorithm applies to other signals as well. However for the other signal models a close form decoder may not exist. It is worth mentioning that we assume zigzag scanning in ordering the image coefficients throughout the paper.

Let, $\mathbf{u}$ be this Gauss–Markov host sequence with mean $\mu$, variance $\sigma^2$, and correlation coefficient $\rho$. The $N$ samples $u_1, u_2, \ldots, u_N$ of this parent sequence are split into two child sequences $\mathbf{x}$ and $\mathbf{y}$ consisting of the odd and even indexed terms, respectively: $x_i = u_{2i-1}$, $y_i = u_{2i}$, $i = 1, 2, \ldots, N$. These $\mathbf{x}$ and $\mathbf{y}$ are also Gauss–Markov subsequences with means and variances identical to those of their parent, that is, with $\mathbf{x} = \mathcal{N}(\mu_x, \sigma_x^2)$ and $\mathbf{y} = \mathcal{N}(\mu_y, \sigma_y^2)$. Their auto-correlation coefficients are $\rho^2$ and their cross-correlation coefficient is $\rho$.

The carrier signal, $\mathbf{z}$, is another sequence formed as the termwise ratio of the two subsequences. The ratio sequence, as discussed in Section 3.2, will be used to build our optimum watermarking decoder.

We construct the ratio sequence $\mathbf{z}$ as follows:

$$ z_i = \frac{y_i}{x_i} = \frac{u_{2i-1}}{u_{2i}}, \quad i = 1, \ldots, N, $$

(1)

The probability density function of $\mathbf{z}$ for $\mu_x \neq 0$ is given as [25]:

$$ f(z) = \frac{b(z) d(z)}{\sqrt{2\pi} \sigma_x \sigma_y a^3(z)}  \left[ 2 \Phi \left( \frac{b(z)}{\sigma_x a(z)} \right) - 1 \right] + \frac{re^{-c/2\sigma^2}}{\pi \sigma_x \sigma_y a^2(z)} $$

(2)

where,

$$ a(z) = \sqrt{\frac{\sigma^2}{\sigma_x^2} + \frac{2\rho \sigma_x \mu_y}{\sigma_x \sigma_y} + \frac{\mu_y^2}{\sigma_y^2}}, $$

$$ b(z) = \frac{\mu_x \mu_y}{\sigma_x^2} - \frac{\rho (\mu_x + \mu_y)}{\sigma_x \sigma_y} + \frac{\mu_y}{\sigma_y^2}, $$

$$ c = \frac{\mu_x^2}{\sigma_x^2} - \frac{2\rho \mu_x \mu_y}{\sigma_x \sigma_y} + \frac{\mu_y^2}{\sigma_y^2}, $$

$$ d(z) = \exp \left\{ \frac{b^2(z) - c^2(z)}{2r^2a^2(z)} \right\}. $$

Taking the expectation of both sides of (3) and considering the fact that $\mathbb{E}(x) = \mathbb{E}(y) = \mathbb{E}(z) = 0$, and $\mathbb{E}((x-y)^2) = \mathbb{E}(x^2) + \mathbb{E}(y^2)$, we have:

$$ \mu_z + \bar{z} = \frac{\mu_x + \bar{x}}{\mu_y + \bar{y}} = \frac{\mu_x (1 + \bar{x})}{\mu_y (1 + \bar{y})} \simeq \frac{\mu_x}{\mu_y} \left( 1 + \frac{\bar{x}}{\mu_x} \right) \left( 1 - \frac{\bar{y}}{\mu_y} \right) $$

$$ \simeq \frac{\mu_x}{\mu_y} \left( 1 + \frac{\bar{x}}{\mu_x} - \frac{\bar{y}}{\mu_y} - \frac{\bar{x}\bar{y}}{\mu_x\mu_y} \right). $$

(3)

Thus:

$$ \sigma_z^2 = \mathbb{E}(\bar{z}^2) = \mathbb{E} \left[ \left( \frac{\bar{x}}{\mu_x} \right)^2 + \left( \frac{\mu_x \bar{y}}{\mu_y} \right)^2 + \left( \frac{\bar{x}\bar{y}}{\mu_x\mu_y} \right)^2 \right] $$

$$ + \frac{\rho^2 \sigma_x^2 \sigma_y^2}{\mu_x^4} - 2 \frac{\mu_x \sigma_y \bar{y}}{\mu_y^2} + \frac{\rho \sigma_x \sigma_y \bar{x}}{\mu_x \mu_y} + \frac{\mu_x \sigma_y^2 \bar{y}^2}{\mu_y^4} $$

(6)

Now, to compute $\mathbb{E}(\bar{z}^2)$ consider that we write $\bar{y} = r_1 \bar{x} + r_2$ where $r_1$ represents the correlated part of $\bar{y}$ and $r_2$ represents the
The Kolmogorov–Smirnov distance between the proposed Gaussian approximation distribution and Hinkley’s distribution for different coefficient of variation, $A$ and normalized correlation coefficient $\rho$.

uncorrelated part of $\tilde{y}$. Thus we have $E(\tilde{x}^2 \tilde{y}) = t_1 E(\tilde{x}^2) + 0$, and as we have considered the zero skewness, we have $E(\tilde{x}^2 \tilde{y}) = 0$. In a same way, we can show that $E(\tilde{x}^2) = 0$. Besides using the four Gaussian formula [24], we can show that $E(\tilde{x}^2 \tilde{y}^2) = \sigma_z^2 \sigma_y^2 (1 + 2\rho^2)$. Therefore, (6) is converted to:

$$\sigma_z^2 = \frac{\sigma_y^2}{\mu_y^2} + \frac{\mu_z^2 \sigma_y^2}{\mu_y^4} + \frac{\sigma_z^2 \sigma_y^2 (1 + \rho^2)}{\mu_y^4} - \frac{2 \mu_z \rho \sigma_y \sigma_y}{\mu_y^3} \quad (7)$$

Now we invoke the fact that the parent sequence $u$ is stationary, thus, the samples of the subsequences must have $\mu_x \simeq \sigma_y \simeq \sigma$ and $\mu_x \simeq \mu_y \simeq \mu$. As a consequence, $\mu_z$ and $\sigma_z$ can be computed as:

$$\mu_z = 1 - \rho \frac{\sigma_z^2}{\mu_z^2} = 1 - \rho A \quad (8)$$

$$\sigma_z^2 = (2 - 2\rho^2)A + (1 + \rho^2)A^2 \quad (9)$$

where $A = \frac{\sigma_y}{\rho}$. Here $A$ can be interpreted as squared coefficient of variation.

In Fig. 1, the Kolmogorov–Smirnov test (KS-test), that is $\text{sup} | F_1(z) - F_2(z) |$, between the Gaussian approximation with parameters in (8) and (9) and Hinkley’s distribution (2) for different values of the coefficient of variation, $A$ and of the correlation coefficient $\rho$ is shown. As we can see for wide parameter range of $\rho \in [0.0, 0.9]$ and $A \in [0, 0.4]$ the Gaussian approximation to Hinkley’s distribution holds within a Kolmogorov–Smirnov distance of less than 0.2. In a practical case, we show that for the approximation band of the wavelet decomposition we have $A < 0.1$ and $\rho \in [0.2, 0.7]$ which correspond to KS distances less than 0.07 (see Appendix A).

To find the correlation coefficients between the $z_i$ sample, considering the first order Markov chain for $u$ sequence, we have:

$$E(z_i z_{i+1}) = E\left( \frac{x_i}{y_i} \frac{x_{i+1}}{y_{i+1}} \right) = E\left( \frac{\mu + \bar{u}_{i+1} - \mu}{\mu + \bar{u}_{i+1} \mu + \bar{u}_{i+2} \mu} \right) \approx E\left( \frac{1 + \bar{u}_{i+1} - \mu}{\mu} \left( 1 + \frac{\bar{u}_{i+2}}{\mu} \right) \right) \times \frac{1}{1 - \frac{\bar{u}_{i+2}}{\mu}} \quad (10)$$

Considering the fact that $E(\bar{u}_i) = 0$, $E(\bar{u}_i \bar{u}_j) = 0$, $E(\bar{u}_i \bar{u}_j) = \sigma^2 \rho^{i-j}$, and $E(\bar{u}_i \bar{u}_{i+1} \bar{u}_{i+2} \bar{u}_{i+3}) = \sigma^4 (\rho^2 + 2\rho^4)$, (10) converts to:

$$E(z_i z_{i+1}) = 1 - \rho^3 - \rho^2 + 3 \rho^2 \sigma^2 \mu_y + 3 \rho \sigma^2 \mu_y + \rho \sigma^4 \mu_y^2 \quad (11)$$

Using (9) and (11) the correlation coefficient at lag 1, is calculated as follows:

$$\rho_z(1) = \frac{E(z_i z_{i+1}) - \mu_z^2}{\sigma_z^2} = \frac{2 \rho^4 \mu_y - (\rho^3 - 2 \rho^2 + \rho)}{(1 + \rho^2) A + (2 - 2 \rho)} \quad (12)$$

Notice that for all $A$, one has $\lim_{\rho \to 0} \rho_z(1) = 0$, and for values that $A$ is not near zero $\lim_{\rho \to 1 - 1} \rho_z(1) = 1$. For $A \ll 1$ one has $\rho_z(1) \approx \frac{1}{2} \rho (\rho - 1) - 1$.

We can similarly compute correlation coefficients at higher lags as:

$$\rho_z(k) = \frac{E(z_i z_{i+k}) - \mu_z^2}{\sigma_z^2} = \frac{2 \rho^4 \mu_y - (\rho^3 - 2 \rho^2 + \rho)}{(1 + \rho^2) A + (2 - 2 \rho)} \quad (13)$$

Fig. 2 depicts the speed of decay of the correlation coefficient $\rho_z(k)$ as a function of the lag $k$ for $A = 0.1$ and $\rho$ in [0.6-0.9].

The approximation to the Hinkley density function $f(z)$ for a vector $\mathbf{z} = \{z_1, z_2, \cdots, z_{N-1}\}$ observation is given as:

$$f(z) = \frac{1}{\sqrt{(2\pi)^{\frac{N}{2}}} | \mathbf{C}^{\frac{1}{2}} |} e^{-\frac{1}{2} (z - \mu)^\top \mathbf{C}^{-1} (z - \mu) \frac{1}{2}} \quad (14)$$

where the element $c_{ih}$ of the covariance matrix $\mathbf{C} = [c_{ih}]$ is computed as $E(z_i z_h) - \mu_z^2 = \rho_z(i - h) \sigma_z^2$.

For the signals of interest, i.e., sequences with a small coefficient of variation ($A \ll 1$), we can approximate the correlation coefficients as $\rho_z(k) \sim \rho^{|z-i-h|-2} \rho_z(1)$ (see also Appendix A), so that an element of $\mathbf{C}$ can be expressed as $c_{ih} \approx \rho^{|z-i-h|-2} \rho_z(1)$ for $i \neq h$. Thus, we can approximate $\mathbf{C}$ as follows (for simplicity we show $\rho_z(1)$ as $\rho_z$ from now on):

$$\mathbf{C} \approx \sigma_z^2 \left[ \begin{array}{cccc} 1 & \rho_z & \rho_z^2 & \rho_z^4 & \cdots \\ \rho_z & 1 & \rho_z^2 & \rho_z^4 & \cdots \\ \rho_z^2 & \rho_z & 1 & \rho_z & \cdots \\ \rho_z^4 & \rho_z^2 & \rho_z & 1 & \cdots \\ \cdots & \cdots & \cdots & \cdots & \ddots \end{array} \right] \quad (15)$$

Note that the $A \ll 1$ condition allows us to approximate the correlation coefficient of the $z$ ratio sequence as $\rho_z \approx \frac{1}{2} \rho (\rho - 1)$.

We notice that the $z$ sequence will have low correlation values not only for the obvious case of low-correlated parent sequence $u$ (i.e., $\rho \ll 1$), but even for highly correlated $u$ sequences ($\rho$ is near...
Fig. 3. The block diagram of the proposed watermarking method (a) embedding, (b) decoding.

Table 1

<table>
<thead>
<tr>
<th>Proposed embedding and decoding strategies.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding</td>
</tr>
<tr>
<td>$x'_i = \frac{x_i \cdot \alpha}{\bar{z}_i}$ for embedding 1</td>
</tr>
<tr>
<td>$x'_i = \frac{x_i \cdot \alpha}{z_i}$ for embedding $-1$</td>
</tr>
<tr>
<td>Decoding G-ORD</td>
</tr>
<tr>
<td>$f(\alpha'</td>
</tr>
<tr>
<td>Decoding M-ORD</td>
</tr>
<tr>
<td>$f(\alpha'</td>
</tr>
</tbody>
</table>

the host signal content. One of the well-known methods to realize this fact is through multiplicative watermarking rules. Among multiplicative rules, here we adopt up-and-down scaling scheme proposed in [7]. In this technique the host sequence does not produce high frequency artifacts on the watermarked signal.

In the scaling based watermarking approach, watermark embedding is based on the up-down scaling of the host sequence according to the message bit. Thus, the subsequence bearing the watermark code $x$ is modulated as:

$$x'_i = \frac{x_i \cdot \alpha}{\bar{z}_i} \text{ for embedding 1}$$
$$x'_i = \frac{x_i \cdot \alpha}{z_i} \text{ for embedding } -1$$

where $\alpha > 1$ is some strength factor. Using this scaling-based rule in the time/spatial, frequency, or the wavelet transform domain, will produce minor artifact to the host signal (see Appendix A); thus, it preserves shape of the signal. The watermarked sequence, $u'$ is constituted of the watermark-bearing part $x'$ and of the intact reference part $y$. Recall that these terms correspond respectively to the odd and even indexed terms of $u'$.

3.2. Watermark decoding

At the decoder side, we have the sequence $u'' = u + n'$, which is transmitted sequence $u'$ contaminated by $n'$, zero-mean Additive White Gaussian Noise (AWGN), $n' \sim \mathcal{N}(0, \sigma_n^2)$. (We use the notation $n'$ to mark the fact that channel noise contaminates the watermarked signal indicated by primed variables.) The decoder splits the received data into odd- and even-indexed subsequences. To simplify the notation, let us denote the odd- and even-indexed noise terms respectively as $n'_i = n'_{2i-1}$ and $n'_{2i} = n'_{2i}$. The reference sequence in the receiver $y''_i = y_i + n'_{y_i}$, has the distribution of $\mathcal{N}(\mu, \sigma^2 + \sigma_n^2)$.

The distribution of the watermark bearing part, $x''_i = x'_i + n'_{x_i}$ for embedding the bit value $\epsilon \in \{-1, 1\}$ can be written as:

$$x''_{1i} = x'_i + n'_{x_i} \approx \alpha^{\frac{x_i}{\bar{z}_i}} \cdot x_i + n'_{x_i} \implies x''_{1i} \sim \mathcal{N}(\alpha^{\frac{x_i}{\bar{z}_i}} \mu, \sigma^2 + \sigma_n^2)$$

where $\sigma^2_{n_{x_i}} = \alpha^{2\frac{x_i}{\bar{z}_i}} + \sigma_n^2$.
If we revert to the ratio sequence, that is, the ratio of “watermarked and noisy odd-indexed terms” to “not-watermarked but noisy even-indexed terms”, \( z''_i \) becomes:

\[
\hat{z}'_i = \frac{x_i' + n_i'}{y_i + n_i}, \quad i = 1, \ldots, N/2.
\]  

(21)

3.2.1. Noise term estimation

Since \( z''_i \) results from the ratio of two non-zero-mean Gaussian variables, its distribution for small amounts of noise can be estimated with the Gaussian approximation in Section 2. For instance, for the case of ‘1’ embedding we have \( x_i' = \alpha x_i \); thus, \( z''_i \) is the ratio of two Gaussian random variables \( N(\alpha \mu, \alpha^2 \sigma^2 + \sigma^2_z) \) and \( N(\mu, \sigma^2 + \sigma^2_z) \). Besides, the correlation coefficient between the numerator and denominator of \( z''_i \) can be computed as:

\[
\rho = \frac{\text{cov}(x_i', n_i')}{\sigma_{x_i'} \sigma_{n_i'}}
\]

(22)

where we have used the whiteness of the noise sequence. Here, we can estimate the noise standard deviation \( \sigma_n \) from the HH1 wavelet subband, the diagonal subband in the first level of decomposition, by the robust median estimator, suggested in [26].

Thus, we can estimate the mean and variance of \( z''_i \) using (4), (6), (8), and (9) as:

\[
\mu_{z''_i} = \mu - \alpha \rho \frac{\sigma_n^2}{\mu^2} = \mu - \alpha \rho \frac{\sigma_n^2}{\mu^2}
\]

\[
\sigma_{z''_i} = \sqrt{\sigma_n^2 + \left(\frac{\sigma_n^2}{\mu^2}\right)^2 (1 + \alpha^2) \left(1 + \frac{\sigma_n^2}{\mu^2}\right)}
\]

(23)

(24)

Therefore, if we write \( z''_{i1} = z''_{i1} + \zeta_1 \), where \( z''_{i1} = \frac{x_i}{y_i} \) is the watermarked signal term and \( \zeta_1 \) is the residue term, knowing that \( z''_{i1} \sim N(\alpha \mu_x, \alpha^2 \sigma^2_z) \), from (23) and (24), (by independence assumption) we can approximate \( \zeta_1 \) as a Gaussian residue term. Thus for \( \delta \in \{-1, 1\} \) embedding, this Gaussian term will have the following parameters:

\[
\mu_{\zeta_1} = 0, \quad \sigma_{\zeta_1} = \sqrt{\frac{\sigma_n^2}{\mu^2} + \frac{\sigma_n^2}{\mu^2} \left(1 + \alpha^2\right) \left(1 + \frac{\sigma_n^2}{\mu^2}\right)}
\]

(25)

In summary, we extract the portions of (23) and (24) accounting the presence of the additive channel noises \( n_i' \) and \( n_i'' \). We will employ this \( \zeta \) statistic in the analysis of the ML decoder.

In Fig. 4 we compare the exact and the estimated variances of the residue term in \( z'' \), i.e., \( \zeta \), for different additive noise levels. The host signal parameters are set at \( \mu = 1, \sigma = 0.2 \), and \( \rho = 0.9 \). The true variance, \( \sigma^2 \), and our estimate in (25) match well for \( \sigma_n < 0.08 \), which in fact corresponds to SNR > 22 dB. Notice that noise contamination below 22 dB SNR would invalidate the carrier signal itself. For the higher noise levels we can use function fitting to reduce the gap between the analytical and estimated noise terms.

3.2.2. Maximum likelihood decoder

The ML decoder using (14) becomes:

\[
f(z''|1) \geq_{1} f(z''| -1)
\]

(26)

where \( f(z''| \delta) \) is given as:

\[
f(z''| \delta) = \frac{1}{\sqrt{2\pi \sigma^2|\delta|}} e^{-\frac{1}{2}(z''-\mu^2_{\delta})^2/\sigma^2|\delta|}
\]

(27)

The covariance matrix for \( \delta \in \{-1, 1\} \) embedding becomes: \( C_{\delta} = [c_{\delta,i}] \) and

\[
c_{\delta,i} = E(z''_{i1}z_{i1}) - \mu^2_{\delta} = E \left[ (z''_{i1} + \zeta_{i1}) (z''_{i1} + \zeta_{i1}) \right] - \mu^2_{\delta}
\]

\[
= E(z''_{i1}^2) + E(\zeta_{i1}\zeta_{i1}) - \mu^2_{\delta}
\]

(28)

and since \( z''_{i1} = \frac{x_i}{y_i} = \alpha \pm \frac{\sigma_n}{\mu} = \alpha \pm \sigma_n\), for \( \delta \) embedding, we have:

\[
c_{\delta,i} = \alpha^2 E(z_i z_i) + E(\zeta_{i1}\zeta_{i1}) - \mu^2_{\delta}
\]

\[
= \alpha^2 c_{i1} + E(\zeta_{i1}\zeta_{i1})
\]

(29)

Thus:

\[
C_{\delta} = \alpha^2 C + \sigma^2_n I = \alpha^2 C + \sigma^2_n I
\]

(30)

where \( C \) is given in (15). By substituting (27) in (26), we have:

\[
|C_{11}| \leq \frac{1}{\alpha^2} e^{-\frac{1}{2}(z''-\mu^2_{1})^2/\sigma^2_{1}} \geq_{1} |C_{-11}| \geq \frac{1}{\alpha^2} e^{-\frac{1}{2}(z''-\mu^2_{-1})^2/\sigma^2_{-1}}
\]

(31)

We take the logarithm of both sides and simplify the result considering the symmetry of the \( C_{11} \) and \( C_{-11} \) matrices to obtain:

\[
\text{SNR}(C_{11}^{-1} - C_{-11}^{-1}) z''_i
\]

\[
-2\text{SNR}(C_{11}^{-1} - C_{-11}^{-1}) \mu x_{i1} \geq_{1} T_1
\]

(32)

where

\[
T_1 = \log \frac{|C_{11}|}{|C_{-11}|} + \frac{\mu x_{i1}^T}{|C_{11}|} C_{11}^{-1} \mu x_{i1} - \frac{\mu x_{i1}^T}{|C_{11}|} C_{-11}^{-1} \mu x_{i1}
\]

Notice that \( \mu x_{i1} \) and \( \mu x_{i1} \) are \( \frac{N}{2} \times 1 \) size vectors with all components equal to \( \alpha \mu_x \) and \( \frac{\sigma_n}{\alpha} \), respectively.

Thus, the ML watermark decoder depends parametrically upon \( \mu_x, C_{11}, \) and \( C_{-11} \) which in turn are functions of the host signal parameters \( \rho, \mu, \) and \( \sigma \) (the latter two take place in \( A \), as well as of the AWGN variance via \( \sigma^2 \)). If these parameters were to be set or communicated by the user, the algorithm would have been semi-blind. However, we can estimate \( \mu_x \) for the reference signal \( y_i' = y_i + n_i'' \), and hence the proposed algorithm qualifies as fully blind. We have the following estimates:

\[
\hat{\mu} = \mu_{y''}, \quad \hat{\sigma} = \sqrt{\max(\sigma_{y''}^2 - \sigma_n^2, 0)}
\]

\[
\hat{\rho} = \sqrt{\rho_{y''}^2 + \sigma_n^2} \frac{\sigma_n^2}{\sigma_{y''}^2}
\]

(33)
Here, we have used the Markov model assumption for \(u\), to estimate \(\rho\) from \(\rho_{y''}\), the latter being the correlation coefficient of \(y''\), and the formula reads as:

\[
\rho_{y''} = \frac{E[(u_{2i} + n_{2i})(u_{2i+2} + n_{2i+2})] - \mu^2}{\sigma^2 + \sigma_n^2} = \frac{E(u_{2i}u_{2i+2}) - \mu^2}{\sigma^2 + \sigma_n^2} = \rho \cdot \frac{\sigma^2}{\sigma^2 + \sigma_n^2}
\]

(34)

Further simplifications are in order for the ML decoder in (32) that avoid the inversion process of the two covariance matrices. Consider simpler realization of the two conditional densities in (18). For \(\rho_2 \ll 1\), we are able to simplify the densities of \(z''\) as:

\[
f(z'') \simeq \frac{1}{2\pi (\sigma^2 + \sigma_n^2)} \exp\left\{ -\frac{1}{2(\sigma^2 + \sigma_n^2)} \left[ \sum_{i=2}^{2} (z_i'' - \mu z_i')^2 \right] \right\}
\]

\[
\simeq \left[ 1 + \frac{\rho_{z''}}{\sigma^2_{z''}} \sum_{i=2}^{2} (z_i'' - \mu z_i')^2 \right]^{1/2}
\]

(35)

where \(\sigma^2_{z''} = \sigma^2 + \sigma_n^2\).

\[
\rho_{z''} = \frac{E(z_i'' z_{i+1}'') - \mu_{z''} \sigma^2_{z''}}{\sigma_{z''}} = \frac{E(z_i' z_{i+1}') + E(\xi_i \xi_{i+1}) - \mu_{z''}^2}{\sigma_{z''}}
\]

(36)

Adopting this approximation in the ML decision strategy in (26) the density function \(f(z'|s)\) for \(\delta \in \{-1, 1\}\) embedding will be:

\[
f(z'|s) \simeq \frac{1}{\sqrt{[2\pi (\sigma^2 + \sigma_n^2)]^N}} \exp\left\{ \sum_{i=2}^{N} (z_i' - \mu z_i')^2 \right\}
\]

\[
\times \left[ 1 + \frac{\rho_{z'}}{\sigma_{z'}} \sum_{i=2}^{N} (z_i' - \mu z_i')^2 \right]
\]

\[
\times \sum_{i=2}^{N} \left[ (z_i' - \mu z_i')(z_{i-1}' - \mu z_{i-1}) \right]
\]

(37)

Substituting (37) in the ML decision rule (26), taking the logarithm of both sides, and apply some simplifications, we have:

\[
\left\{ \begin{array}{l}
\frac{-N}{2} \log \left( \frac{\sigma_{z''}^2}{\sigma_{z''}^2 - \sigma_n^2} \right) + \left( \frac{\sigma_{z''}^2}{\sigma_{z''}^2 - \sigma_n^2} \right) \sum_{i=2}^{N} z_i''^2
- \mu_{z''} \left( \frac{1}{\sigma_{z''}^2} - \frac{1}{\sigma_{z''}^2 - \sigma_n^2} \right) \sum_{i=2}^{N} z_i''^2
- 2 \mu_{z''} \left( \frac{1}{\sigma_{z''}^2} - \frac{1}{\sigma_{z''}^2 - \sigma_n^2} \right) \sum_{i=2}^{N} z_i''^2
\end{array} \right\}
\]

\[
\simeq \frac{1}{2} \sum_{i=2}^{N} \log \left[ \frac{1 + \rho_{z''} \sigma^2_{z''} (z_i'' - \mu z_i') (z_{i-1}'' - \mu z_{i-1})}{1 + \rho_{z''} \sigma^2_{z''} (z_i'' - \alpha z_i') (z_{i-1}'' - \alpha z_{i-1})} \right]
\]

(38)

On the other hand, if we implement it using (38) we will denote it as Markov ORD (M-ORD), since in addition to the Gaussian assumption we use the first order Markov assumption in the ratio sequence \(z\).

4. Performance evaluation: analytical

The decision rule for the Optimum Ratio Decoder (ORD), has a quadratic form given in (32) of Section 3.2. A more concise expression for (32) is achieved:

\[
(z'' - s)^T H(z'' - s) \gtrless 1 T_{i}'
\]

(39)

where we have defined \(H = C_{l-1}' - C_{l-1}^{-1}, k = C_{l-1}^{-1} \mu_{z''} - C_{l-1}' \mu_{z''}, s = H^{-1}k, T_{i}' = T_{i} + s^T H s,\) and where \(s^T H s\) is added for completing the square.

The symmetric matrix \(C\) admits eigendecomposition as \(C = U \text{diag}(\lambda_i) U^T\), where \(U\) is the modal matrix of eigenvectors and \(\lambda_i\) are the eigenvalues. Thus, using (30) the eigendecompositions of \(C_k\) for \(\delta \in \{-1, 1\}\) embedding can be written as \(C_k = U \text{diag}(\lambda_{i|\delta} + \sigma^2_{i|\delta}) U^T\), where \(\lambda_{i|\delta} = \alpha^2 \lambda_i\). Therefore, \(H = C_{l-1}' - C_{l-1}^{-1}\) can be shown as:

\[
H = U \text{diag} \left( \frac{1}{\lambda_{i|\delta} - \lambda_{i|\delta}^{-1}} \right) U^T
\]

(40)

Substituting (40) in (39), we have:

\[
(z'' - s)^T U \text{diag} \left( \frac{\lambda_{i|\delta} - \lambda_{i|\delta}^{-1}}{\lambda_{i|\delta} + \sigma^2_{i|\delta}} \right) U^T (z'' - s) \gtrless 1 T_{i}'
\]

(41)

If we define \(d = \text{diag}(g_i) U^T (z'' - s)\), where

\[
\begin{align*}
g_i &= \sqrt{[\lambda_{i|\delta} - \lambda_{i|\delta}^{-1}/(\lambda_{i|\delta} + \sigma^2_{i|\delta})]}
\end{align*}
\]

we can express the detector in terms of its sufficient statistics, \(D\):

\[
D = \sum_{i=1}^{N} d_i^2 \gtrless 1 T_{i}'
\]

(42)

The performance can be analytically studied if we can obtain an explicit expression for the distribution of the sufficient statistics, \(D\). The characteristic function of \(d_i^2\) which are squared Gaussian variates is given as \(\frac{1}{\sqrt{1 - j w \sigma^2_{i}}} \exp(-j w \mu^2_{i})\). Moreover, since \(d_i^2\)'s are independent, the characteristic function of \(D\) can be expressed in the product form:

\[
\Psi_D(jw) = \prod_{i=1}^{N} \frac{1}{1 - jw \sigma^2_{i}} \exp(-j w \mu^2_{i})
\]

(43)

In this expression, \(\mu_{d_i}\) represents the mean of \(d_i\), for which \(\delta \in \{-1, 1\}\) embedding becomes \(\mu_{d_i|\delta} = g_i (U^T (\mu_{z''} - s))\).

Similarly, \(\sigma^2_{d_i}\), the variance of \(d_i\), can be computed from the covariance matrix of \(d\). Since \(s\) is a constant term, the covariance matrix of \(d\) is given by:

\[
\text{Cov}(d) = U \text{Cov}(z'') U = U^T U \text{diag}(\lambda_{i|\delta}) U^T U = \text{diag}(\lambda_{i|\delta})
\]

(44)

Thus, the variance is given as \(\sigma^2_{d_i|\delta} = g_i^2 (\lambda_{i|\delta} + \sigma^2_{i|\delta})\).

The characteristic function of the decision variable, \(D\) in (32) is not tractable. However, we can invoke the central limit theorem for suitably large \(N\), and model \(D\) as a Gaussian variate. The mean and variance of the Gaussian approximation to \(D\) are calculated as:
Fig. 5. Comparison between the theoretical error probability and experimental one for a signal with model parameters $[\mu = 1, \sigma = 0.1, \rho = 0.9]$ in DWR = 20 dB.

$$\mu_{D\delta} = \frac{1}{j} \frac{\partial \psi_{D\delta}(jw)}{\partial w} \bigg|_{w=0} = \sum_{i=1}^{N} (\sigma_{d_i|\delta}^2 + \mu_{d_i|\delta}^2)$$

$$\sigma_{D\delta}^2 = \frac{1}{j} \frac{\partial^2 \psi_{D\delta}(jw)}{\partial w^2} \bigg|_{w=0} = -\mu_{D\delta}^2$$

$$\text{The error probability is given as:}$$

$$P_e = \frac{1}{2} P(D|1 < T_1) + \frac{1}{2} P(D|1 > T_1)$$

$$= \frac{1}{2} \left[ 1 + Q \left( \frac{T_1 - \mu_{D|1}}{\sigma_{D|1}} \right) - Q \left( \frac{T_1 - \mu_{D|1}}{\sigma_{D|1}} \right) \right]$$

where $Q(x)$ is the complementary error function and is defined as

$$Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} dt.$$  (47)

This is the closed form of the error probability of the decoder.

In Fig. 5 we compared this theoretical error probability with the experimental case of a signal with model parameters $[\mu = 1, \sigma = 0.1, \rho = 0.9]$ in DWR = 20 dB (DWR will be defined in the next section). As we can see the theoretical and experimental results match perfectly.

5. Performance evaluation: experimental

In this section, we present experimental performance results of our watermarking method under AWGN attack. The strength of the watermarking is expressed in terms of the Document-to-Noise Ratio (DWR) defined as:

$$\text{DWR} = 10 \log_{10} \frac{E[\|u\|^2]}{E[\|u' - u\|^2]}$$  (48)

where $u$ is the host signal and $u'$ is the watermarked signal. As discussed in Section 3.1, for the proposed watermarking methods, we have $x_i = u_{2i-1}$ and $y_i = u_{2i-1}$. Besides, we have $x_i' = u_{2i-1} + \alpha u_{2i-1} = \alpha x_i$ or $x_i' = u_{2i-1} = \frac{1}{\alpha} u_{2i-1} = \frac{1}{\alpha} x_i$ respectively for ‘1’ or ‘-1’ embedding and $y_i' = u_{2i} = u_{2i} = y_i$. Thus, $x$ and $y$ will have the same means and variances; therefore $E[\|u\|^2] = E[\|x\|^2] + E[y]^2 = 2E[\|x\|^2]$, and

$$E[\|u - u\|^2] = E[\|x - x\|^2] + E[\|y - y\|^2]$$

$$= \frac{1}{2} E[\|\alpha x - x\|^2] + \frac{1}{2} E[\|\frac{1}{\alpha} x - x\|^2] + 0$$

$$= \frac{\alpha (\alpha - 1)^2 + \left( \frac{1}{\alpha} - 1 \right)^2}{2} E[\|x\|^2]$$

Therefore, we can rewrite (48) as:

$$\text{DWR} = -10 \log_{10} \frac{(\alpha - 1)^2 + \left( \frac{1}{\alpha} - 1 \right)^2}{4}$$  (49)

We fix DWR for each experiment and test our methods for different Watermark-to-Noise Ratios (WNR), defined as:

$$\text{WNR} = 10 \log_{10} \frac{E[\|u - u\|^2]}{E[\|u' - u\|^2]}$$

$$= 10 \log_{10} \frac{(\alpha - 1)^2 + \left( \frac{1}{\alpha} - 1 \right)^2 \sigma^2 + \mu^2}{4 \sigma^2}$$  (50)

5.1. Verification of first-order Markov assumption

In the first experiment, we verify the accuracy of first-order Markov assumption made in Section 3 to simplify the ML decoder as in (38). To this end, we compare the performance of M-ORD and G-ORD for five different settings of the source model parameters, namely, $[\mu = 1, \sigma = 0.1, \rho = 0.9], [\mu = 1, \sigma = 0.15, \rho = 0.8], [\mu = 1, \sigma = 0.2, \rho = 0.7], [\mu = 1, \sigma = 0.25, \rho = 0.6]$, and $[\mu = 1, \sigma = 0.3, \rho = 0.5]$, in three different DWR values of 20 dB, 16 dB, and 14 dB. The results for WNRs in the range of $[-6; 10]$ are given in Fig. 6. As shown in this figure, in different environments and with different signal settings the M-ORD matches perfectly with G-ORD, which confirms the validity of the Markov assumption. In the latter experiments, we use M-ORD as the default version of the proposed algorithm. We can also see that for all situations our decoder is quite robust even in high noise conditions resulting in low WNR values.

5.2. Input sequence length

Next, we investigate the impact of $N$, the length of input sequence $u$, on the performance of the proposed decoder. Here, we tested the performance for signal with parameters $[\mu = 1, \sigma = 0.1, \rho = 0.9]$ in three DWRs of 25 dB, 20 dB, and 16 dB, while we fixed the WNR to 0 dB. The results for $N$ varying between 4 and 100 is shown Fig. 7A. As expected by increasing $N$ the robustness increases. But, we can observe that even for very small sequences we have high robustness. This behavior demonstrates the effectiveness of the proposed algorithm as in real applications we may have signals of small length.

5.3. Parameter estimation

Next, we investigate the dependency of the system to the parameter estimations. Fig. 8 compares the detection performances with parameters estimated from the received sequences and with the ground truth parameters for different signal settings. As we see the performance of results obtained with estimated parameters highly agree with those with ground truth parameters. Also, we can observe that for larger input sequence length $N$ the gap between the results of estimated and ground-truth parameters slightly decreases.
5.4. Sensitivity to parameter estimation

Next, we explore the sensitivity of the proposed algorithm to the parameter estimation errors. To this aim we deliberately multiple Gaussian noise to the parameters estimated in (33). Performance of the detector in the presence of additive Gaussian noise contamination to the estimated parameters \( \hat{\mu}, \hat{\sigma}, \) and \( \hat{\rho} \) is illustrated in Fig. 9. In this figure, the abscissa denotes the standard deviation \( \nu \) of the multiplicative noise of mean one. We can observe that the ORD scheme is quite robust to the parameter estimation noise.
5.5. Random splitting

To increase the reliability of the model estimation, we consider secure random splitting instead of odd-even splitting of watermarked samples. Thus, half of the randomly selected samples of \( u \) are used for watermarking and the rest of samples for detection purpose. With known indices, the exact decoder can be derived as in Section 3. However, the derivation of a closed form solution is not straightforward. Since scrambling considerably reduces the correlation across the samples, we simplify the decoder using the i.i.d. assumption and replace \( \rho = 0 \) in (38). In Fig. 7B, we tested the performance for three host signals of length \( N = 100 \), with the same means and variances as \( \mu = 1, \sigma = 0.1 \) and three different choices of correlation coefficient [\( \rho = 0, \rho = 0.3, \rho = 0.9 \)] while the DWR was 20 dB in each case. The results indicate that the i.i.d. assumption has a minor effect on the performance of correlated signals and that the scrambled watermarking can preserve its robustness while at the same time increasing the security.

5.6. Proportion of untouched/watermarked samples

We also investigated the impact of the proportion of untouched/watermarked samples. In this experiment, for a signal of length 128 and parameters \( \mu = 1, \sigma = 0.1, \rho = 0.9 \), we tested the performance of the decoder by embedding the watermark in every other \( m \) samples. In this case, the ratio sequence \( z \) is defined as

\[
z_i = \frac{u_{(i-1)m+1}}{1/m-1 \sum_{j=(i-1)m+1}^{im}} \quad i = 1, \cdots, N/m.
\]

To simplify the problem, we have used the i.i.d. decoder. Thus, we could implement the decoder in (38) with only slight modifications. The results are given in Fig. 7C for three different strength factors \( \alpha = 1.15, 1.247, \) and 1.317 for varying proportion of untouched/watermarked samples \( m \) of 2, 4, 8, 16, 32, and 64. Here, the parameter setting is \( \mu = 1, \sigma = 0.1, \rho = 0.9 \) and the noise power \( \sigma_n \) is fixed for each test case. Fig. 7C illustrates that with \( m = 4 \) we can achieve the best performance.

5.7. Multi-bit embedding

In this subsection, we discuss an extension of the proposed scheme where more than one bit is embedded in each block of samples. To this aim, we employ the sequential attenuation & amplification of orthogonal samples.
the watermarked signal $u'$ with a variable gain signal $G$ of sine shape with variable amplitude:

$$G_i = 1 + M \sin\left(2\pi f \frac{i}{N}\right).$$

where $N$ is the length of the sequence, $N$ is the amplitude and $f$ is the frequency. Thus, the attacked signal will be $u''_i = u'_i G_i$. This attack is an intense attack and can destroy the watermark to large extent. However, our algorithm shows perfect robustness with $BER = 0$ for $f$ ranging in $[0, N/8]$ and $M < 0.7$. Therefore, besides the invariance to the constant gain attack (corresponding to $f = 0$), the proposed watermarking scheme shows high robustness to intense variable gain attack as well, which is a remarkable characteristic of the ORD algorithm.

5.9. Comparison

Finally, we compare the ORD scheme against three well-studied spread spectrum watermarking schemes: Multiplicative Spread Spectrum (MSS) [27–30], Improved Spread Spectrum (ISS) [30], and Improved Multiplicative Spread Spectrum (IMSS) [32]

In the first experiment, we compare the proposed scheme and MSS against AWGN attack for the host signal of $DWR = 14$ dB. Results for different correlation coefficients and fixed mean and variance are shown in Fig. 11. We notice that ORD provides significantly higher robustness as compared to MSS. As expected this performance superiority becomes more prominent for increasingly correlated signals since ORD was designed specifically for such environments.

In the second test, we compare the proposed approach against the Improved Spread Spectrum (ISS) [30] scheme. We test the robustness of ORD and ISS against different strength of the combined AWGN and gain attacks. More specifically we attack the watermarked signal $u'$ as $u''_i = G_i (u'_i + n'_i)$, where $G$ is the variable gain signal, given as $G_i = 1 + A \sin(8\pi f_i)$. We test both algorithms on the host signal of $DWR = 20$ dB, length $N = 32$, and parameters $\mu = 1$, $\sigma = 0.1$, with the sine amplitude $A$ value is chosen from $\{1/4, 2/4, 3/4\}$, and the correlation coefficient $\rho$ is chosen as 0.1 or 0.9. Result are shown in Table 2. We notice that ORD outperforms ISS specially for higher WNRs. Also, we can note that on more variable gain factors (larger $A$ values), the superiority of ORD over ISS is more significant, which reveals its higher robustness against the variability of the gain factor.

Finally, we compared the performance of ORD against IMSS [32] technique on a set of 1000 $512 \times 512$ random test images from

\[1\] http://www.shsu.edu/qx005/New/Downloads/index.html

Table 2

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$A$</th>
<th>Method</th>
<th>WNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1/4</td>
<td>ORD</td>
<td>5.44</td>
</tr>
<tr>
<td>0.1</td>
<td>1/4</td>
<td>ISS</td>
<td>5.56</td>
</tr>
<tr>
<td>0.9</td>
<td>1/4</td>
<td>ORD</td>
<td>5.08</td>
</tr>
<tr>
<td>0.9</td>
<td>1/4</td>
<td>ISS</td>
<td>5.03</td>
</tr>
<tr>
<td>0.1</td>
<td>1/4</td>
<td>ORD</td>
<td>0.74</td>
</tr>
<tr>
<td>0.1</td>
<td>1/4</td>
<td>ISS</td>
<td>1.07</td>
</tr>
<tr>
<td>0.9</td>
<td>1/4</td>
<td>ORD</td>
<td>0.192</td>
</tr>
<tr>
<td>0.9</td>
<td>1/4</td>
<td>ISS</td>
<td>0.035</td>
</tr>
</tbody>
</table>

BOWS2 database [33] in the embedding rate of 4096 bits. In this experiment, we embed the watermark data in the second level approximation coefficients of the 2-D DWT of each image block using the scaling based technique discussed in Section 3.1 (i.e. the host signal $u$ is the wavelet coefficients in the second approximation level). We use the Daubechies length-8 Symlet filters with two levels of decomposition to compute the 2-D DWT. Average BER for AWGN and JPEG results are compared in Fig. 12. We can see that ORD has higher robustness than IMSS. The distortion used to watermark the test images using ORD is on average 37 dB.

6. Conclusion

We have introduced a scaling based watermarking method. The host signal is assumed to be Gaussian with AR model of order one. The blind algorithm splits the data into two subsets, one for watermarking, the other for parameter estimation at the detector. Although for didactic reasons we have selected the even and odd indexed subsequences, in principle the subset selection may be performed according to a secret key. The statistical characteristics of the ratio of the subset samples have been studied analytically and these results are used in designing our watermarking algorithm.

The error probability of the ORD detector in the presence of AWGN is analytically calculated. It has been shown that for a large range of parameter settings reflecting acceptable document-to-watermark ratios, the detector performs very well even at very low watermark-to-noise ratios.

Besides, the power of watermark as a function of scaling parameter is investigated. Therefore, as a future work the trade-off between robustness and distortion can be mathematically solved via optimization techniques. Experimental results show that the proposed scheme is highly robust against AWGN attack. We are trying to make the algorithm robust against de-synchronization attacks by inserting some codes in specific positions and tracking these codes at the decoder side.

Appendix A. The assumed signal model occurs commonly in real images

Here, we want to show that the assumed signal model in Section 2, with low coefficient of variation, occurs commonly in real-world images. We took 1000 random images of size $256 \times 256$ from never-compressed image database1 and obtained their wavelet approximation coefficients at second decomposition level.
Then we computed their coefficient of variation, $A$, their normalized correlation, $\rho$, and their normalized correlation of the ratio sequence, $\rho_z$ in these bands. Fig. 13 shows their rank-ordered plots; more specifically, we rank ordered the $A$ coefficients (respectively, $\rho$ and $\rho_z$ coefficients) simply for a more regular plot of the spread of these coefficients over arbitrary images. The two important messages to be gleaned from these plots are the following: i) The coefficient of variation $A$ is sufficiently small especially for higher levels of decomposition, which confirms our assumption in Section 2. ii) While the host signal is highly correlated as given in Fig. 13, the correlation of the ratio sequence $\rho_z$, defined in (12), is small as shown in Fig. 13. Thus for example, we can observe that for the third approximation level we have $A < 0.1$ and $\rho \in [0.1, 0.5]$ which leads us to the KS distance of less than 0.07 in Fig. 1.

To quantitatively evaluate the imperceptibility of the proposed watermark embedding scheme, introduced in Section 3.1, in real applications, we compute the mean structural similarity index (MSSIM) [31] for all 1000 test images, when the watermark data is embedded in their approximation coefficients. MSSIM quality measure is highly matched measure with the human visual system and can effectively capture local errors and artifacts in the spatial domain. Close to one MSSIM values shown in Fig. 13 confirms the imperceptibility of the proposed algorithm.

Appendix B. Approximating $f(z)$ for $\rho_z \ll 1$

For $\rho_z \ll 1$, we can rewrite (17) as:

$$f(z_2|z_1) \simeq \frac{1}{\sqrt{2\pi \sigma_z^2}} \exp\left(-\frac{(z_2^2 - 2\rho_z z_1 \bar{z}_2)}{2\sigma_z^2}\right)$$

(58)

Moreover, for $\rho_z \ll 1$ we can use the tailor series to estimate $e^{-\frac{x^2}{2\sigma_z^2}} \simeq 1 + \frac{\rho_z}{\sigma_z^2}$. Thus, we have:

$$f(z_2|z_1) \simeq \frac{1}{\sqrt{2\pi \sigma_z^2}} e^{-\frac{z_2^2}{2\sigma_z^2}} \left(1 + \frac{\rho_z}{\sigma_z^2} \frac{z_2 \bar{z}_2}{\sigma_z^2}\right)$$

(59)

Substituting (58) in (16), we have:

$$f(z) \simeq e^{-\frac{1}{2\sigma_z^2} \sum_{i=1}^{N} z_i^2} \left(1 + \frac{\rho_z}{\sigma_z^2} \sum_{i=2}^{N} (z_i \bar{z}_{i-1})\right)$$

(60)

and by one more step of simplification considering $\rho_z \ll 1$, we have:

$$f(z) \simeq e^{-\frac{1}{2\sigma_z^2} \sum_{i=1}^{N} z_i^2} \prod_{i=2}^{N} \left(1 + \frac{\rho_z}{\sigma_z^2} \frac{z_i \bar{z}_{i-1}}{\sigma_z^2}\right)$$
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